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ABSTRACT

A general trend in the CMOS image sensor market isnfimeasing resolution (by having a larger number of pjxels
while keeping a small form factor by shrinking photosite sT4eés article discusses the impact of this trend on some of
the main attributes of image quality. The first exanmiplamage sharpness. A smaller pitch theoretically alawarger
limiting resolution which is derived from the Modulation Tramskunction (MTF). But recent sensor technologies
(1.75pum, and soon 1.45um) with typical aperture f/2.&bg@rly reaching the size of the diffraction blur sposetond
example is the impact on pixel light sensitivity and imagnsor noise. For photonic noise, the Signal-to-Noise-Ratio
(SNR) is typically a decreasing function of the resolutibmevaluate whether shrinking pixel size could be beia¢tic

the image quality, the tradeoff between spatial resolutiah lht sensitivity is examined by comparing the image
information capacity of sensors with varying pixel sizeéh@oretical analysis that takes into consideration measuned
predictive models of pixel performance degradation and improveassnciated with CMOS imager technology scaling,
is presented. This analysis is completed by a benchmadfingecent commercial sensors with different pixel
technologies.

Keywords: Signal-to-Noise-Ratio (SNR), Modulation Transfer FunctiddTF), tonal range, spatial resolution,
information transfer capacity, pixel size, CMOS APS imsgesor.

1. INTRODUCTION

In response to growing consumer demand for high@lutsn and more compact digital cameras in mobile phdhes,
pixels in CMOS image sensors have become smaller. Tdhigtion of pixel size is being made possible by CMOS and
micro-optics technologies scaling. Nowadays state-chth@nager design rules scale down into the sub-micron eegim
(i.e. 0.1&m - 0.09m), and pixel size can be as small as g5« 1.4%m. Unfortunately, technology scaling has
detrimental effects on pixel performance. Smaller pikelge worse light-gathering ability and more non-idealitesa
result, reducing pixel size and increasing pixel counttfie number of pixels in the image) while keeping the sfzan
imaging sensor array fixed, does not always yield a betgaenuality.

Spatial resolution and light sensitivity are two fundatakcharacteristics of image sensor that must be corsider
characterizing and optimizing image quality. These cttarstics are generally obtained from the Modulatioansfer
Function (MTF) and the system Signal-to-Noise-RatioRENn Section 2 we describe the effects of technologyngra
on a variety of pixel properties for conventional active psegisors (APS). To better understand how these parameters
influence the measures of MTF and SNR, we show some gionddy using an extensive model of the performance of
CMOS imager pixels from 5i2n to 1.45xm. We will see that, even though changing pixel size cldal/ opposing
effects on MTF and SNR curves, it is difficult to exaenthe image quality tradeoff between spatial resoiudiod noise
directly from these measurements. In Section 3 we introthe@otion of image information capacity for determining
the optimal pixel size. Image information capacity quantiftes maximum visual information that a sensor could
optimally convey from object to image, and is an objective meastiimage quality. Our theoretical analysis is
completed in Section 4 by the comparison of the image infaymaapacity of commercial sensors usingu#182.2im

and 1.7@m pixels.

2. SENSOR PERFORMANCE
2.1 Trendsin Pixel Design

Active Pixel Sensor (APS) is the most popular type of GMi@ager architectures. The APS pixels under consideration
in this paper are:i)Y the 4-T type pinned photodiode with Correlated-Doubley3ing (CDS); the 4-T pixel adds a



transfer gate and a Floating Diffusion (FD) node tort#eet, source follower, and row select (or read)ststors of the
basic 3-T pixel; if) the 2.5-T pixel, where the buffer of the 4-T designhiared between two adjacent pixels;) (the
1.75-T pixel architectur&*®in which four neighboring pixels share these same transistods{v) the 1.5-T pixel? in
which four pinned photodiodes share only reset and souraewéniltransistors, the read transistor being removed.
Sharing transistors improves the fill factor for theSA&tructure, and is a slight counterbalance to the photogiodess
implants increase necessary for preserving the full vagi.city Eruiwen in electrons) of a smaller photodiode area.

2.2 Performance Measures and Modeling

The Optical Efficiency (OE), which characterizes the tpheio-photon efficiency from the pixel surface to the
photodetector, is affected as CMOS process technolodgssimasmaller planar feature size. The optical turmelugh
which light must travel before reaching the photodetectootnes narrower, but its depth does not scale as much. The
pixels’ angular response performance to incident liffareases because of longer focal length of the neo®-that
focuses the incoming light onto the photodi8dEhis phenomenon is also known pigel vignetting Experimental
evidencé® and electromagnetic simulatinssing new tools based on Finite-Difference Time-DomaRDTD) show
that pixel vignetting becomes extremely severe as technalcggs down, which results in significant OE reduction
from about 35-40 percent for 212 off-axis pixels to more than 75 percent for Laboff-axis pixels (50 percent fill
factor) with light incident at a 20° angle. The pixel pee width and the structure of the interconnectionskséae also
critical limiting factors of photon collection inside pigedue to the dominant diffractive effect of light on sub-
wavelength scales and the spatial crosstalk arising figith propagation between adjacent pixels, respectively.

The internal Quantum Efficiency (QE), which refers lie tonversion efficiency from photons incident on the photo-
diode surface to photocurrent, is a function mainly of rhetital process parameters.d. doping densities) and
photodiode geometry. QE varies very little as photeelidinensions shrinklt is important to note, however, that the
pixel photo-response is not flat over the visible spectand,the internal QE actually shifts toward shorter wenvgths

as junction depth gets shallower.

In addition to lower OE, and lower internal QE, smaller pixalsse higher photon shot noise (inherent to the stochastic
nature of the incident photon flux, governed by Poissatistits), and have higher leakage signals and more non-
uniformities. We follow A.E.Gamalet al.for describing the different temporal and spatial noise sE®associated
with these non-idealities and for modeling their impact enser Signal-to-Noise-Ratio (SNR) and Dynamic Range
(DR). As a function of the photocurrelg in electrons [@, the SNRin decibels (dB) is
— PSi nal E 2
SNRig(Es) =10log,,, 5 = =10log,, & , 1)

2 2 2 2 2 2
Noise US +UDC +UREAD +UDSNU +UPRNU +0Quantizatbn

where  *Psignais the input signal power.
* Pnoise IS the average input referred noise power.
« o (~ Ey) is the photon shot noise average power, which is sigpeindient.

* opc® (= Epo) is the power of the Dark CurrenEgc) shot noise arising from the statistical variatioe. (
Poisson distribution) over time on the number of dark cugenérated electror,c.

* OReAC (= Orese + Oreadols + O'FPNZ) is the read noise powedieag COMbinesif pixel reset circuit NOISEReset
also known a&TC noise, {i) readout circuit noisegeaqgoisdue to thermal and flicker noise whose spectrum is
inverse proportional to the frequency in MOS transistansl (i) offset Fixed Pattern Noise (FPd)py due to
device mismatches; in the 4-T APS architecture, the mpagdt of reset noise and FPN noise is eliminated by
CDS, but this requires that the time between the two CDB®lggg moments to be short enough to ensure the
maximum correlation between the flicker noise comptsef the samples.

* opsn? is the Dark Signal Non Uniformity (DSNU) noise powBXSNU noise results from the fact that each
pixel generates a slightly different amount of dark curredeuidentical illumination.

« oprnl is the Photo Response Non Uniformity (PRNU) noise poRBINU noisespryy, cOmmonly known as
gain FPN, describes the pixel-to-pixel gain variation acthe image sensor array under uniform illumination;
orrnu(= KernuX Es) is signal dependent and often expressed as a percéitagef the average image signal;
it mainly affects sensor performance under high illumarati



. aQuamizaﬂo,f (= K2/12) is the quantization noise power that arises from therete nature of ambit analog-to-
digital conversion; the quantization noise is proportional ts#msor conversion gai (= Erywenr / 2') in [€]
per digit number (DN).

All of noise powers in Eq. (1) are measured ifi’[eA classification betweetemporal and spatial noise sources
distinguishes if photon shot noise, DC shot noise, reset noise, readouttciase, and quantization noise froiv) (
offset FPN noise, DCNU noise, and PRNU noise, resgdygti Temporal noise and spatial noise also determines DR,
which quantifies the sensor’s ability to detect a wide rafgumination in a scene. DR is expressed as the ddtibe
largest non-saturating input sigr&)ax to the smallest detectable input sigBak (i.e. noise floor under dark conditions)
as follows

- E E -0
DRys = 20|Oglo EMax - 20|Oglo _ F:IIWeII DZC . (2)
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DR decreases with full well capacity (and inevitablyhagixel size) and as exposure tinfieand/or temperature is/are
increased. This is because dark current is a linearifunof At and is roughly doubling every 6°C (dark current
performance measured for 3@ pitch 2.5-T pixelf.

Spatial resolution is another critical aspect of imagesaeperformance. An image sensor performs spatial |sagrgf
the input image projected by the lens onto its (rectangpleg) array,i.e. the focal plane. Assuming an ideal thin lens,
the focal plane would result in a perfectly sharp (digita®ge. However, photosites are not infinitely small, which
implies an intrinsic limit to spatial resolution describgdMNyquist (uniform) sampling theory. Spatial resolutiohole
the Nyquist spatial frequenci(= (2xPixel Pitch™ in line pairs or cycles per millimeter) to avoid aliasend Moiré
patterns is measured by the Modulation Transfer FundtibhF). The MTF is mathematically related to thexd?i
Response Function (PRF) by calculating the magnitudes &faurier Transform in a given direction. Several patans
degrade the detector MTF by causing low-pass filteritng fixel active area geometrical shape (or pixel apertes a
with electronic crosstalki.€. photocarrier diffusion effect) and optical crosstalk g main determining factors of the
overall detector MTRE® For sake of simplicity, a first-order approximation ehsor MTF is obtained by considering
only the ideal geometrical PRIg. uniform pixel sensitivity within the active area) convolvedhwan anisotropic
(Gaussian or exponential-type) blur filter. The two-dinemsl MTF for a traditional-shapedpixel design is then
given by
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where sw; (=2xf;) is the angular frequency in radians per pixel.

« A, B, a andb are the dimensions of the L-shaped active area, as loEgén Figure 1(a), with < A < Pixel
Pitch (P)andb<B<P.

* G,(w, W) is the frequency response of the Gaussian convolution kdtaelMfith standard deviation

Eqg. (3) shows that the modeled MTF of brshapedpixel is symmetrical about the DC component, but it is not
isotropic. This is illustrated in Figures 1(b-c). Ndtattthe Nyquist frequency increases for small pixel. Sibe result is
an improvement of detector MTF and higher spatial resolution.

In summary, for a fixed sensor die size, smaller pikeg®retically allow a higher spatial resolution but haveemmn-
idealities and worse light sensitivity, and consequenthel DR and SNR performances. Some of the advancesgeim
sensor technologies described above have made it possilpartially compensate for such noise performance
degradation. In the next subsection we take into considerattim existing and predictive models of APS pixel
performance associated with CMOS imager technology gctdisimulate detector MTF and SNR versus pixel size.
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Fig. 1. (a) Layout description of an L-shaped pigdekign; (b) 2D MTF simulation foP = 3.2um pixel size with the
dimensionsA = B = P, a= 0.55%° and b~ 0.28>P; this simulation assumes no crosstalk betweenpixe= 0); (c)
Same MTF with spatial frequency normalized to thejist frequencyfy = (2P); in the general case whereta,
note the anisotropy of the detector MTF.

2.3 Simulations and Predictive Performance

In our SNR simulations we first estimate the mean nurobg@hotonsy,n.onsincident on a single pixel (per exposure
intervalAt in seconds) as function of pixel sieand photometric exposuké(in lux.s), through the following equation:
H(A,At

( ) & P2,

—_— 4
K m (/1 ) Ephoton(/1 )

Hphotons(4, 4t) =

where <o is the pixel fill factor (0< a < 1).
« P?is the pixel area (in fi
* Knis the ratio between luminous flux and energetic flixz 683 Im/W for a wavelength= 555 nmtt

* Epnoton (= V) s the energy of a photon (in Joules), equal to the produelaotk’s constartt and the optical
frequency; Epnoon~ 2.58.101° J for a wavelength = 555 nm.

Assuming that the surface of object(s) in the scene (déepigtehe camera system) is Lambertian, photometriogxe
H can be described in a similar way to Cartrysisal*? by

Tiens(1)

H(, At) =
1+ 4(L-m)2(f 1#)?

[(R(A) E,..[At, (5)

scene

where  <TiensiS the spectral transmittance of the lens (Dens < 1).
*m (<0) is the magnification of the lens.

« f/# (=f/ D) is the relative aperture (or f-number) of the imagiygtesm, equal to the ratio of the focal lenfth
to the circular aperture diameter

* Ris the coefficient of reflection (8R < 1).

Figure 2(a) shows the mean number of photons per pixeyfiral values of scene illuminan&ene from 10 to 16
lux, assuming that all photons in the visible range havghlguthe same energy (estimation fo= 555 nm). This
estimation is obtained for ideal pixeise( fill factor o = 1) with exposure timgt =100 ms, and for afi2.8 lens with
magnificationm = -10° and transmittanc@ens = 0.85.
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Fig. 2. (&) Mean incident photon level per pixal different pixel sizes and a photometric exposaregge that covers low to

high illuminance level conditions; (b) SNR as adition of photometric exposure for 10-bit image seaswith
different pixel size.

Based on this predicted number of photons per pixel and using Bge (&imulate the sensor SNR for different pixel
sizes. The simulation results are plotted in Figure 2(ba feet of typical pixel parametédlgt are listed below in Table
1. The pixel performance parameters are derived from Rhetlak Cohen® et al.and Pail{'. The contributions of read
noise and DSNU noise are assumed negligiblg. épsny < 0.5%x Epc). The comparative examination of these SNR
plots confirms that SNR decreases with pixel size.fhmtometric exposure from *@o 10 lux.s, photon shot noise is
dominant and SNRs increase with photometric exposure at 1€cild. Within this photon-noise-limited region, the
smallest pixel results in an SNR approximately 10dB lower thahof the largest pixel. At low signal levels, the slope
difference between the SNR curves indicates that shxallspare also more sensitive to dark current than large énes
high level signals, SNR curves flatten out when PRNU domsndtiee dashed curves illustrate that peak SNR increases
with integration time (until capacity-well saturation). Iragtice an upper limit on the integration time is dialdtg how
much loss of contrast informatioof (DR) and motion blur artifact can be tolerated in the captumedé.

Table 1. Set of typical pixel parameters used insimulations; these data which are derived fromdei$ et al”, Coher®
et al” and Paiff, include measured and predictive properties of @3T, 1.75T and 1.5T) APS pixels; sensitivity for
the 1.4m pixel (shown intalic) was obtained by creating an empirical model thlés into account OE reduction as
discussed in Section 2.2.

Pixel Pitch im) Full Well (ke) Sensitivity (k€/lux.s) Dark Current (és) at 25°C / 60°C| PRNU (%)
5.2 (4T) 28— 38 57 250 — 22 2000 <1.05
3.2 (2.57) 22-33 27 65— 172 360 <1.05
2.90 (2.57) 19-25 16 30-10 300 <1.05
2.20 (2.57) 12-21 9.3 25-9 270 <1.5
1.75 (1.75T7) 98 5 20 25 <15
1.45 (1.57) 7-4 3 18 15 <2.0

We now compare sensor spatial resolution for differentl gizes. Because, independently of the photosite geornetrica
shape, the amount of frequency response degradation due tsipexd@hcrease is anisotropic, it can be plotted for one
arbitrary direction without loss of generality. In Figure¢h& curved lines define the detector MTFs as a functfon o
vertical input spatial frequency. The simulation results are agaiiéal square pixels. As expected, for a fixed die size
and a fixed imaging optics, sensors with (more) smaileipare capable of capturing higher spatial frequenciesiand
better at preserving thin details. In Figure 3 we also coentbee influence of the detector on the overall MTF of the
imaging system with that of a diffraction-limited lens m@ig atf/2.8 This comparison shows that the effect of
diffraction of light becomes a limiting factor of thpadial resolution in image sensors with pixels smaller thgmm.
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Fig. 3. Slice along they) vertical array direction of the imaging detectmometrical MTF with different pixel size (fill
factora = 1); the extra dashed curves show comparative $vllléng the same)(direction for sensors with L-shaped
pixels described in Figure 1 (fill factor= constant: 0.45x0.72)Diffraction MTF represents the frequency response
expected from a perfect, diffraction-limited lensecating aff/2.8 (Diff. MTF =~ 2/t x [arcosf/f) - (f/fo)x(1-(f/f5)?) ™ 3
with spatial cut-off frequency =~ (Axf/#)2).

Our theoretical performance analysis of image sensithsvarying pixel size shows an inherent difficulty imgoaring

the SNR and MTF curves to determine the optimal pixel. Sihe proposed metrics so far do not summarise to a scalar
output which makes the tradeoffs between light sensitiity spatial resolution still depend on many factors. Faresll

al. suggested comparing the pixel performanceipygplying a psychological threshold for the SNR, referredsto
MPE30, and i{) selecting the commonly used value MTF50 for the MTRe MPE30 metric corresponds to the
minimum required photometric exposure to render (uncorrelateatpplshot noise invisible in an image of uniform
field, in other words such that SNRE MPE30)> 30dB. The MTF50 metric is used to quantify the amount of parde
image blur. A tradeoff function is obtained by plotting MTFSfaiast 1/MPE30 for each of the simulated sensors. It
turns out that this monotone decreasing tradeoff functiootisufficient to identify an obvious optimal pixel size the

next section we use image information capacity as figuneeoit of image sensors with varying pixel size.

3. METHOLODY FOR QUANTIFYING IMAGE INFORMATION TRADEOFFS

Following Farrelt® et al’s approach, we can distinguish two different types aigedistortionsassociated with the
process of pixel size reduction. The first one is an aszef the amount of visible noise in the image. The athelis a
decrease of the amount of image blur. These two phenomewésefaddition and image blurring are usually considered
in terms of undesirable (spatial and temporal) variatiopixel intensity values and linear low-pass filtering in the
spatial domain, respectively. However, an information riiszal viewpoint can be taken instead where the pertine
criterion for pixel size scaling optimization is thexmaum image information capacity (in bits) that the sensor could
optimally convey. For instance, the limit of information capaiti a perfectly sharp, noise-free image (captured wiith
ideal imaging sensor) is simply the number of pixels ofsiesors multiplied by its quantization resolutidn(number

of bits per pixel). Note the analogy here with the Shannonuiatfrfor the transmission capacity of a discrete noiseless
communication channel.

C<sxh. (6)

Let us first consider the noisy case in which a very they level quantization may become irrelevant if itrigch
smaller than noise. The effects of the noise can be coaeditigrsubstituting into Eq. (6) by the number of bibs (< b)
necessary to encode all the distinguishable grey levetsirfbrmation quantity’ is also known as Tonal Range (TR =
log, (b)) which characterizes the effective number of gregle\f the imaging system. Tonal rangec@mputed
through the Riemann integral

TR=P_ 1 @)
J.n ma>((anoise(H )11) dH

H

mil



whereoneise ( = (08 + opc” + ..)"? ) is the standard deviation of the overall noise of the imagsoseThe interval of

integrationAH (= Hnax- Hmin) Over photometric exposuk corresponds to the dynamic range of the sensor.

Let now address the effects of image blurring on maximumeénnafigrmation capacity. Image blur can be interpreted as
another (channel) constraint which increases statistioaklation among neighboring image points. We expect this
constraint to specifically affect the available infation transfer rate from object to images, the effective imaging
spatial resolution of the senssr By the reasoning'® which led Shanndfi to the theorem of entropy change in linear
filters, we derive that the two-dimensional spatial resoh lossAs, for low-pass filter with characterist@THw;,w,) =
MTF(w;,Wo)xe?M1%2) | obeys

le fNZ
As=(af,fy,)? [ [log, (MTF? (wy,w,)) Celwg Celw, @)

_le_fNZ

where fy; and fy, are Nyquist sampling frequencies in the horizontal andiceé directions (usuallyfy; = fyo),
MTF(w;,W,) has nonzero values over the image spectrum, Aan(d 0) is expressed in bits. A traditional method for
characterizing the MTF of an image sensor is to measuspdtial frequency response (SFR) to both slanted veatical
horizontal black and white edged.(ISO standard 12233). These measures are performed aentre of the FOV, and
vertical and horizontal SFRs are averaged to estimateotkeall sensor MTF. Although inaccurate - we have
demonstrated above that detector MTF can be anisotropgi erth-dimensional MTF gives often a good approximation
of the sensor spatial resolution capability in all diretiohssuming that the two-dimensional MTF is now circularly
symmetric, the domain of integration in Eq. (8) is alsoutar since there is no preferred direction of modaatFrom

the one-dimensional MTF measurement and simplification of(&q.the two-dimensional spatial resolution loss (in
bits) is approximated by

fy
As=prf, j wlog, (MTF(w)) [Hw. 9)

Finally, an upper limit estimate of the image inforroattapacity is obtained by substitutiamto Eq. (6) by the number
of effective pixelss (=s x 2').

As an example of the information capacity limit for geasensors with different pixel sizes, consider the pixel
parameters of Table-1 and MTFs plotted in Figure 3 (seeiqus section). Just as SNR in image sensors tends to
increase as a function of their pixel size and exposome, the same is true of TR. However, for pixels vgigime fill
factor and active area of the same shape, (geometdd¥ with spatial frequency normalized to Nyquist frequeney ar
similar. This means that the relative spatial resolutiss factor 2 is theoretically independent of pixel size. The image
information capacity is essentially limited in this casesensor resolution, TR and diffraction. In fact, gigeconstant
optical format (e.g. 1/4-inch, corresponding to the diagonakdaion of the imaging area), the number of pixels is
inversely proportional to the square of the pixel pitch, waerTR is typically only about 1.3 bit higher when the pixel
pitch is more than tripled from 1.48 to 5.2:m. Consequently, the image information capacity of the séneseases
(for a fixed die size) as the pixel pitch decreases downdtauh despite the effects of diffraction. Figure 3 illustrates
this trend for pixels down to 1.4 and a perfect (diffraction-limited)2.8 lens, and then extends the predictive model
of image information capacity down tarh pixels by assuming that TR continues to decrease mdesslinearly with
pixel pitch at approximately 0.35 hith (cf. dashed trend-line). Note that this is a reasonablergg®n as long as the
micro-lens has the ability to efficiently focus light onitee photodiode area. According to our prediction resuits, a
optimal pixel size that maximizes the information capadtthe sensor is found fd? = 1.45%m. In other words, even
under the assumption afeal pixels with a higher OE than predicted by FDTD analydisinking pixel size beyond this
1.45m limit will lead to reduced performance.

In our theoretical analysis for quantifying image informaticadeoffs between blur and noise, we have relied on a
number of hypotheses and simplifications regarding the teahical properties of pixels. In the next section, off-the-
shelf commercial image sensors with different pixel semes compared to validate our simulations and to determine
whether existing pixels as small as Libpitch (or possibly smaller) can indeed lead to a highage information
capacity than larger pixels, or if the optimal pixel sizs already been reached.
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4. BENCHMARKING OF COMMERCIAL IMAGE SENSORS

We present here the benchmarking of five commercial SM&lor) image sensors produced by two of the world's
leading suppliers. We refer to these two suppliefslasand M2, respectively. Below in Table 2 is a brief digsion of

the characteristics of the sensors. The pixel sizevdretween sensors from luftbto 2.8@um. All of the noise and
MTF measurements were conducted in RAW format ufin@® Analyzer® Only the measure values for the green
channel and for pixels at the center of the sensor areapg-optical-axis) are reported. To obtain accurate corbfmra
measures of SNR and detector MTF, the sensors under tesmeented with identical lenses with known aperture and
optical MTF. The performance of each lens was provide@RIDPTICSmeasurementS. The detector MTF was found
by dividing the overall MTF of the resultant imaging teys by the lens MTF. The effective exposure times of the
sensors were determined by imaging an external LED-paseHblievice where LEDs are successively illuminated for a
defined time and can be counted in the picture taken.

Table 2. Main characteristics of the sensors usethé benchmarking.

Designation Manufacturer Pixel pitclan() Resolution (pixels) Optical format (inch)
M2_2.8(um M2 2.8C 160C x 120( 1/3
M2_2.2Qim M2 2.20 2056 x 1544 1/3.2
M1_2.2Qim M1 2.20 2048 x 1536 1/3.2
M2_1.75m M2 1.75 2048 x 1536 1/4
M1_1.7%m M1 1.75 2048 x 1536 1/4

A SNR performance comparison of image sensors by metowéa is displayed in Figure 5. For both manufacturers M1
and M2, the SNR of the sensor with the largest pix#tésbest as expected. The sensors of Manufacturer M@ e
differently depending on exposure time duration; this is inghaetto the presence of a dark current compensation circuit
that operates when trenalog gain (to adjust the sensor sensitivity and conversion faidancreased in low light
conditions.

It is important to note however the disparity in ngiseformance between image sensors with same pixebatzeom
different manufacturers, as shown in Figure 6. In this coisg® we included additional sensors from a third
manufacturer M3. We also included older sensor versions framufacturers M1 and M2 using L and 2.2m
pixels (referred to asbis’). The gap in SNR performance at mid-dynamic range detwimage sensors of the same
generation can be as high as 5dB.
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Fig. 5. SNR comparison between image sensors ofdhee manufacturer but with different pixel siz8BR curves are
plotted as a function of photometric exposure (@ir.4) and for differenanaloggains {.e. varying exposure times);
(Left) Manufacturer M1 and (Right) Manufacturer M2.
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Figure 7 displays the results of the MTF analysis forfitteecommercial image sensors under test. Both graphRgjure

7 present the same data. The detector MTFs plottedueetion of input spatial frequency (in Ip/mm) on the leftgira
confirm that, for a given imaging area (e.g. 1/4-inchiogptformat) and imaging optics, MTF generally imprevier
image sensors with smaller pixels. The plots on thet agh the same detector MTF curves than on the left but with
spatial frequency normalized to the image domain. This fione, fixed pixel count and field-of-view.€. variable focal
length optics), the detector MTFs plotted as a functidmafye domain frequency (in cycles/image or cpi) inditads a
large pixel size results in a better MTF. For the sensising 1.76m and 2.2m pixels and having nearly identical
(vertical and horizontal) resolution, the detector MTFgtenright graph can also be interpreted as Nyquist Heda
MTFs with fy located af ~ 1024 cpi.
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normalized to the image domain in cycles per image.

We now calculate TR and the number of effective pixlas discussed in the previous section. To allow sensor
comparison, we must first make sure that TR values ar@uteih at identical average photometric exposiyerhis is
illustrated in Figure 8(a) for targetédh level of 0.4 lux.s. Figure 8(a) also shows that imagetk larger pixel sizes
produce (across a wide range of targeted illuminations)asagth a higher TR than image sensors with smaller gixel
Finally, the image information capacity results obtairadtlie five commercial image sensors - with varying psieé
and resolution - are compared in Figure 8(b). This gsdyolws that for a fixed imaging areéa, 1/4-inch optical format,
the 2.2@m pixel sensor of each manufacturer is capable of cagtafinost the same amount of visual information than
its counterpart(s) using smaller pixels. It is interegtio note once again the difference in performance betwesorse
(with same pixel size) of different manufacturers. Fatance, the relative difference in information capalséiween
M1 1.75m and M2_1.7bm is found to be about 20%. Furthermore, when comparing seattull resolution, we see
the clear advantage in information capacity of sensong &s2Q:m pixels. All of these observations indicate that using
image sensors with pixel size smaller thanughfor increasing resolution) does not always yield a highexgen
information capacity and better image quality.
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Fig. 8. (&) TR plotted as a function of averagetpheetric exposure; the measurement points corresfmdifferentanalog
gain settings of each sensor; TR is computed Bbé equivalent grayscale; (b) Image informati@pacity of the five
commercial imagers described in Table 2; these @amagpacities are calculated using the same difratimited
(f/2.8) lens model than in Figure 3.



The above measurements suggest that it is very untikatyshrinking the pixels down to 148 will increase the image
information capacity of the next generation of sensors. Insdadeed that the optimal compromise (in the sense of
image information capacity) for a camera module witlideal 1/4-inch lens operating &P.8 has already been achieved
by sensors with a pixel size of 1u#b. The discrepancy between the predicted value ofin46r the optimal pixel size
and the measurements is mainly explained by the factftnghe commercial sensors under test, large pixels pragluce
better Nyquist normalized MTF response than small ¢oes simulations assumed no increasing cross-talk between
pixels as their size decreases). For that same reasgiopeaause of the rapidly decreasing TR (cf. OE losisl@m) for
pixel pitch below 1.7bm, halving pixel size and combining photodiode charges oratligi#lues from four adjacent
pixels,i.e. 2x2 pixel binning, will not allow an increase of image infotiora capacity.

5. SUMMARY AND CONCLUSION

We reviewed the trends in pixel design for CMOS APS imadeespite the use of optimized semiconductor process,
more advanced design rules and novel pixel architecture bastednsistor sharing, the light sensitivity of pixels below
3.2um pitch decreases drastically with further pixel sizeuctidn due not only to lower pixel aperture but also more
severe pixel vignetting and increasing spatial cross-Tdikrefore, when shrinking pixels beyond this limityécomes
necessary to examine the importance of tradeoffs betwegialsgsolution and noise. MTF and SNR can be used as
indicators of image quality. A simplified model of theesff of pixel size on sensor MTF and SNR was described to
simulate and discuss the theoretical performance of pixais 2:m down to 1.4sm. For selecting the optimal pixel
size, we designed a metric that characterizes the vigoamation transfer capacity (from object to digital ge of the
sensor. This metric which is defined as the produc¢hefeffective spatial resolution of the image detebipits tonal
range, takes both MTF and SNR measurements into accountoretibal maximum of image information capacity was
found for a pixel pitch of 1.4Bn, in the approximation that the pixel optics has thditatp efficiently focus the
incoming light onto the photodiode area (with negligible crosg-t&ikally, this metric was used as a figure of mierit
benchmark five low-end commercial image sensors tilgickesigned for camera-phone applications (to be used in
combination with an /2.8 lens). Our experimental restitsrged a significant disparity in performance between sensor
coming from different manufacturers. In general, forxadidie size, the advantage of commercial AnYpixel sensors
over 2.2@xm pixel sensors can be very small. With regards to imfgion capacity, this implies that an optimum has
already been reached by sensors usinguin7iixels,e.g.a 1/4-inch camera phone sensor with 3.2 megapixel resolution.
In spite of the advances in CMOS pixel technology and dgwsigmised by the manufacturers of image sensors, it will
become difficult to scale pixel size down to Ju#bwithout significant degradation in image quality. Inufat work, we

will perform subjective experiments to quantify theatenship between image information capacity and thiegeces

of a human observer between image sharpness and imagevisdigy to maintain perceptual image quality. Our
comparative analysis of image information capacity nedsis lze extended to colour image quality. This extension
requires to determine the number of colours that a sensodistimguish, up to noise, which can be performed by
evaluatingcolour sensitivity* instead of tonal range.
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